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INTRODUCTION

Purpose of the course:

1 What are the challenges for Information retrieval in the medical domain?
2 Search context/environment:

I what are the tasks?
I What are the information needs?
I What data is used?

3 Which information retrieval model suits the tasks?

4 How can these models be evaluated?
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OBJECTIVES
CHALLENGES IN MEDICAL INFORMATION SEARCH

Varying stakeholders: Patients, next-of-kins, caregivers, physicians, clinicians, researchers

Varying medical knowledge :
Among patients : short-term vs long-term disease
Among medical professionals : from medical students to specialized

practitioners

Varying language skills : literacy, cross-lingual search...

Search tasks and challenges:
• For medical practitioners: Evidence-based medicine, need for precise information in

daily care
• For patients: vocabulary gap, cybercondria [White and Horvitz, 2009]
• For clinicians and researchers: need for up-to-date information, systematic reviews,

patients cohorts for clinical trials...
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MEDICAL INFORMATION
WHAT IS INFORMATION?

Information 6= data 6= knowledge

• Data: observations and measurements made about the world

• Information: data brought together in aggregate to demonstrate facts

• Knowledge: what is learned from the data and information, that can be applied in new situations to
understand the world

[Blum, 1984] cited in [Hersh, 2010]
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MEDICAL INFORMATION
SCIENTIFIC INFORMATION PROPERTIES

Properties of scientific texts [Hersh, 2010]:
• Growth: The amount of scientific publications is growing exponentially
• Obsolescence: scientific advances, constant update of the state-of-the-art and changes

in society make information quickly obsolete
• Fragmentation: text published often reflects only one part of a problem or situation
• Links and citations: strong property of scientific text, links and references allow to

generate networks among works and communities
• Propagation: simplicity of information flow
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MEDICAL INFORMATION
A CLASSIFICATION OF TEXTUAL HEALTH INFORMATION

[Hersh, 2010] distinguishes two main categories of textual health documents:
• Patient-specific information: applies to individual patients. Tells healthcare providers,

administrators and researchers about the health and disease of a patient.
I Structured: laboratory results, vital signs
I Narrative: history and physical, progress notes, radiology report

• Knowledge-based information: has been derived and organized from observational
or experimental research. Usually provided in books, journals or computerized media.

I Primary: original research (in journals, books, reports, etc.)
I Secondary: summaries of research (in review articles, books, practice guidelines, etc.)

With the emergence of Web2.0, one could also consider User-generated Content as another
category:
• Collaborative writing: wikipedia, blogs
• Social media: discussion forums, Facebook, Twitter, PatientsLikeMe
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MEDICAL INFORMATION
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MEDICAL INFORMATION
NARRATIVE PATIENT SPECIFIC INFORMATION

Admission Date : [∗∗2015−03−17∗∗] Discharge Date : [∗∗2015−03−24∗∗]
Date of B i r t h : [∗∗1974−10−03∗∗] Sex : F
S e r v i c e : Neurosurgery
HISTORY OF PRESENT ILLNESS : The p a t i e n t i s a 40−year−old female with complaints
of headache and d i z z i n e s s . In [∗∗2015−01−14∗∗], the p a t i e n t had headache with
neck s t i f f n e s s and was unable to walk f o r 45 minutes . [ . . . ]
PAST MEDICAL HISTORY : Hypothyroidism .
ALLERGIES : P e n i c i l l i n and Bactrim which causes a rash .
MEDICATIONS: Levoxyl 1 . 7 5 mg.
PHYSICAL EXAMINATION: On phys ica l examination , her blood pressure was 104/73 ,
pulse 7 9 . In general , she was a woman in no acute d i s t r e s s . HEENT: Nonic te r i c .
Pupi ls are equal , round , and r e a c t i v e to l i g h t . Ext raocular movements are f u l l .
[ . . . ]

On pos topera t ive day #1 , the p a t i e n t was taken to arteriogram , where she
underwent a c e r e b r a l angiogram to evaluate c l i p p i n g of the aneurysm . [ ]
DISCHARGE MEDICATIONS:
1 . Hydromorphone 2−6 mg po q4h prn .
2 . Synthroid 175 mcg po q day . [ . . . ]

CONDITION ON DISCHARGE: S t a b l e .

FOLLOW−UP INSTRUCTIONS : She w i l l fol low up in 10 days f o r s t a p l e removal with
Dr . [∗∗Last Name ( S T i t l e ) 570∗∗].

( End of Report )

Discharge summary extracted from the MIMIC II dataset
https://physionet.org/mimic2/.
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MEDICAL INFORMATION
PRIMARY KNOWLEDGE-BASED DOCUMENTS

• Contain reports of research results: discoveries, observations, description of related
work and position of the report, conclusions.

• Has never been published before
• Published in books, journals or conference proceedings
• Usually a small number of documents have the highest impact
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MEDICAL INFORMATION
PRIMARY KNOWLEDGE-BASED DOCUMENTS
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MEDICAL INFORMATION
SECONDARY KNOWLEDGE-BASED DOCUMENTS

• All medical professionals are not researchers: primary resources need to be rephrased,
summarized, synthetized

• Summary and reviews of primary resources are published in scientific journals
• Quality issue: the editorial process is not the same for secundary than primary

resources
• Other category: clinical practice guidelines (many publications, very little control)

Specific case: Systematic Reviews and Meta-Analysis

• Fragmentation of the scientific literature→ difficult to identify all the relevant papers on a topic

• In particular with clinical trials, large amount of publications on a similar condition or treatment

• Systematic reviews tackle a precise question, and describe the complete set of related work and
factual approaches

• Meta-analysis compare results at the systematic review scale

• Topics: treatment (63%), causality and security (29%), diagnosis (4,4%), prognosis (2.1%)
[Montori et al., 2004]

• Cochrane is a non-profit, non-governmental organization formed to organize medical research
findings so as to facilitate evidence-based choices about health interventions
http://www.cochranelibrary.com/
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MEDICAL INFORMATION
USER GENERATED CONTENT

Collaborative writing websites allow users to edit collaboratively documents. It can have
some sort of editorial control. It includes:
• Wikis such as wikipedia (collective writing and control of the content)

[Blackman, 2006] showed that information contained on wikipedia wasn’t erroneous (comparison on 42
topics with the Britannica Encyclopaedia)

• Blogs: discussion or informational website published on the Web consisting of
discrete, often informal diary-style text entries (”posts”).
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MEDICAL INFORMATION
USER GENERATED CONTENT

Health topics can be covered on all types of social media:

• General social media such as facebook,
twitter:

• Medical social media such as
PatientsLikeMe:

• Discussion forums: where all kinds of users (patients, doctors, students, nurses...) can
discuss health topics
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MEDICAL INFORMATION
CERTIFICATION

How can the quality of health information online be guaranteed?

The organization Health On the Net (HON) certifies the quality and validity of medical
websites.
HON manually certifies website according to the following principles:
• Principle 1 : Authority - Give qualifications of authors
• Principle 2 : Complementarity - Information to support, not replace
• Principle 3 : Confidentiality - Respect the privacy of site users
• Principle 4 : Attribution - Cite the sources and dates of medical information
• Principle 5 : Justifiability - Justification of claims / balanced and objective claims
• Principle 6 : Transparency - Accessibility, provide valid contact details
• Principle 7 : Financial disclosure - Provide details of funding
• Principle 8 : Advertising - Clearly distinguish advertising from editorial content

https://www.hon.ch/HONcode/Guidelines/guidelines.html
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MEDICAL SEARCH TASKS
INFORMATION NEED

Information needs [Hersh, 2010]:
• Retrospective information needs:

I The need for help in solving a certain
problem or making a decision

I The need for background information on
a topic

• Current awareness information needs:
I The need to keep up with information in

a given subject area

Amount of information
needed [Lancaster and Warner, 1993]
• A single fact
• One or more documents
• A comprehensive search of the literature

Types of information
needs [Wilkinson and Fuller, 1996]
• Fact-finding
• Learning
• Gathering
• Exploring

States of information need [Gorman, 1995]
• Unrecognized need
• Recognized need
• Pursued need
• Satisfied need
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MEDICAL SEARCH QUERIES
TYPOLOGY

The types of queries that are the most widely studied are:
• Classical keyword-based queries (physician vs patients)
• Boolean queries (systematic reviews)
• Structured queries (PICO)
• Multimodal queries (text + concepts e.g. pubmed search tools)

General classification of search queries from [Broder, 2002]:
• Navigational
• Transactional
• Informational

Classification of search queries for semantic search [Bast et al., 2016]:
• Structured
• Keyword-based
• Natural language-based
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MEDICAL SEARCH QUERIES
PHYSICIAN QUERIES

• Study by [Ely et al., 1999] on family doctors questions in their daily practise.
• Observation of 100 doctors from Iowa (US)

Taxonomy of generic questions:

• What is the cause of symptom X?

• What is the dose of drug Y?

• How should I manage disease or finding X?

• How should I treat finding or disease X?

• What is the cause of physical finding X?

• What is the cause of test finding X?

• Could this patient have disease or condition X?

• Is test X indicated in situation Y?

• What is the drug of choice for condition X?

• Is drug X indicated in situation Y?

• These are questions and not queries - 64% were not pursued
• In 1999 Internet was not the primary source of information

20 / 88



1. Introduction 2. Challenges 3. Information Retrieval Models for Medical IR 4. Evaluation 5. Conclusion and discussion

MEDICAL SEARCH QUERIES
PHYSICIAN QUERIES

• Study by [Ely et al., 1999] on family doctors questions in their daily practise.
• Observation of 100 doctors from Iowa (US)

Taxonomy of generic questions:

• What is the cause of symptom X?

• What is the dose of drug Y?

• How should I manage disease or finding X?

• How should I treat finding or disease X?

• What is the cause of physical finding X?

• What is the cause of test finding X?

• Could this patient have disease or condition X?

• Is test X indicated in situation Y?

• What is the drug of choice for condition X?

• Is drug X indicated in situation Y?

• These are questions and not queries - 64% were not pursued
• In 1999 Internet was not the primary source of information

20 / 88



1. Introduction 2. Challenges 3. Information Retrieval Models for Medical IR 4. Evaluation 5. Conclusion and discussion

MEDICAL SEARCH QUERIES
CLINICAL QUERIES

Analysis of search queries in an EHR search utility [Natarajan et al., 2010]
• Navigational queries (14.5%): were mostly aiming at retrieving a specific EHR (e.g.

using the record number)
• Transactional queries (0.4%): were representing an action (e.g. adding a new note)
• Information queries (85.1%): the most frequent, especially among clinicians and

researchers.

Top 5 semantic types of searches

Semantic type % Semantic type %
Laboratory or test result 29.2 Pharmacologic substance 7.5
Disease or syndrome 21.7 Diagnostic procedure 6.2
Body part, organ or organ component 8.1

Top 10 most frequent queries

Query % Query %
class 9.8 nephrogenic 1.8
nyha 4.5 hysterectomy 1.5
hodgkins 2.9 cva 1.1
iii 2.4 ef 1.0
iv 2.3 hf 0.9

• Very short queries (1.2 term(s) on average in
the corpus)

• Many acronyms (NYHA) and abbreviations
(tach for tachycardia)

• Ambiguous (class)
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MEDICAL SEARCH QUERIES
LAYPERSON QUERIES

Particularities and challenges [Zhang et al., 2012]
• Conceptual level: layperson have their own understandings and hypotheses about a

particular condition.
• Terminological level: layperson’s vocabulary doesn’t match medical terminologies
• Lexical level: queries contain mispelling, partial words, etc.
• Short text (on average less than 3 words), ambiguous

[Broder, 2002]

Web search categories:
• Navigational

• Transactional

• Informational

[Cartright et al., 2011]

Topics covered:
• Symptom

• Cause

• Remedy

Types of queries:
• Evidence-directed

• Hypothesis-directed:
I Diagnosis intent
I Informational intent
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MEDICAL SEARCH QUERIES
PICO QUERIES

Designed to answer Evidence-based Medicine problems, PICO stands for:
• Patient / Problem / Population
• Intervention
• Comparison / Control
• Outcome

The formulation of a focused clinical question containing well-articulated PICO elements is widely
believed to be the key to efficiently finding high-quality evidence and also the key to evidence-based
decisions [Huang et al., 2006].

Example (from [Boudin et al., 2010]):

"children with pain and fever
how does paracetamol compared
with ibuprofen affect levels
of pain and fever?

Patient/Problem: children/pain and
fever
Intervention: paracetamol
Comparison: ibuprofen
Outcome: levels of pain and
fever
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MEDICAL SEARCH QUERIES
CLINICAL SEARCH QUERIES (GENOMICS)

[Hersh and Voorhees, 2009] categorized clinical queries into seveval Generic Topic Types:

Generic Topic Type Example Topic
Find articles describing standard methods
or protocols for doing some sort of
experiment or procedure

Method or protocol: GST fusion
protein expression in Sf9 insect
cells

Find articles describing the role of a gene
involved in a given disease

Gene: DRD4
Disease: alcoholism

Find articles describing the role of a
gene in a specific biological process

Gene: Insulin receptor gene
Biological process: Signaling
tumorigenesis

Find articles describing interactions
(e.g. promote, suppress, inhibit, etc.)
between two or more genes in the
function of an organ or in a disease

Genes: HMG and HMGB1
Disease: Hepatitis

Find articles describing one or more
mutations of a given gene and its
biological impact

Gene with mutation: Ret
Biological impact: Thyroid function
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MEDICAL SEARCH QUERIES
SYSTEMATIC REVIEW QUERIES

• Systematic reviews use boolean queries on specific databases such as the Cochrane
library to retrieve all the possible relevant documents on a topic.

• Example (topic extracted from CLEF eHealth Technologically assisted reviews
task [Kanoulas et al., 2017]):
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SUMMARY

Medical information retrieval =
• Various stakeholders
• Various information needs and search tasks
• Various information sources

→Medical IR can take as many forms as you can imagine search scenarios

Towards semantic information retrieval!

What makes the difference with adhoc IR:
• Very well defined search tasks

• Users willing to use enriched format

• Very rich and maintained knowledge source

• Allows richer search
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SEMANTIC SEARCH IN THE MEDICAL DOMAIN

There are many cases in medical information search where simple term matching is not
enough:
• Patient cohort search
• Evidence-based medicine
• Systematic reviews
• Low-literacy users search

Examples of queries

• Patients taking atypical antipsychotics without
a diagnosis schizophrenia or bipolar
depression

• Patients with Diabetes exhibiting good
Hemoglobin A1c Control (<8.0%)

Example of data

• Hydromorphone 2-6 mg po q4h prn.

• On physical examination, her blood pressure
was 104/73, pulse 79. In general, she was a
woman in no acute distress. HEENT:
Nonicteric.
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WHAT IS SEMANTIC SEARCH?

[Bast et al., 2016]

”In a nutshell, semantic search is ’search with meaning’. This ’meaning’ can refer to various parts of the
search process: understanding the query [...], understanding the data [...], or representing knowledge in a way
suitable for meaningful retrieval”

• Understanding the query: instead of matching its terms to the data, extract its
meaningful content

• Understanding the data: instead of just searching for term/stem matches, match
meaningful entities

• Representing knowledge: define models representing knowledge in ways suitable to
retrieve information
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WHAT IS SEMANTIC SEARCH?
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WHAT IS SEMANTIC SEARCH?
SEMANTICS?

Explicit vs Implicit Semantics

The knowledge used in semantic search can be found or created under 2 main forms:

Explicit Semantics

Human representation of the world and its concepts:

Implicit Semantics

”A word is characterized by the company it keeps”
[Firth, 1957]
Purpose: represent words as vectors, based on their
neighbours

Semantically close words will have similar vectors.
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SEMANTIC RESOURCES
DEFINITIONS

• Lexical and semantic resources are used in many domains
• They can be named differently
• We give here definitions usually used in Information Retrieval and Information

Extraction
• Definitions are extracted from [Hersh, 2010] and [Bast et al., 2016]

A concept

Idea or object that occurs in the world (e.g. the
condition under which human blood pressure is elevated

A term

String of one or more words that represents a
concept (e.g. hypertension or high blood pressure)

A relationship

Link between 2 concepts (e.g. the liver is an organ) or
terms (e.g. hypertension and high blood pressure are
synonyms)

33 / 88



1. Introduction 2. Challenges 3. Information Retrieval Models for Medical IR 4. Evaluation 5. Conclusion and discussion

MEDICAL KNOWLEDGE RESOURCES
EXISTING MEDICAL THESAURI (IN ENGLISH)

1 Medical Subject Headings (MeSH)

• Created by the National Library of Medicine to
index medical documents

• 28,000 descriptors (concepts) with over 90,000 entry
terms

• 3 types of relationships: hierarchical, synonymous,
related

The 16 trees in MeSH

1 Anatomy

2 Organisms

3 Diseases

4 Chemicals and Drugs

5 Analytical, Diagnostic and Therapeutic
Techniques and Equipment

6 Psychiatry and Psychology

7 Biological Sciences

8 Natural Sciences

9 Anthropology, Education, Sociology and
Social Phenomena

10 Technology, Industry, Agriculture

11 Humanities

12 Information Science

13 Named Groups

14 Health care

15 Publication Characteristics

16 Geographicals
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MEDICAL KNOWLEDGE RESOURCES
EXISTING MEDICAL THESAURI (IN ENGLISH)

2 International Classification of Medicine (ICD)

• International statistical classification of diseases and
health problems

• Coded medical classification including a wide variety of
signs, symptoms, trauma, etc.

• Published by the WHO

• Internationaly used to register morbidity and causes and
morbidity

ICD Classification

1 Certain infectious and parasitic diseases

2 Neoplasms

3 Diseases of the blood and blood-forming organs
and certain disorders involving the immune
mechanism

4 Endocrine, nutritional and metabolic diseases

5 Mental and behavioural disorders

6 Diseases of the nervous system

7 Diseases of the eye and adnexa

8 Diseases of the ear and mastoid process

9 Diseases of the circulatory system

10 Diseases of the respiratory system

11 Diseases of the digestive system

12 Diseases of the skin and subcutaneous tissue

13 Diseases of the musculoskeletal system and
connective tissue

14 Diseases of the genitourinary system

15 Pregnancy, childbirth and the puerperium

16 Certain conditions originating in the perinatal
period

17 Congenital malformations, deformations and
chromosomal abnormalities

18 Symptoms, signs and abnormal clinical and
laboratory findings, not elsewhere classified

19 ...
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MEDICAL KNOWLEDGE RESOURCES
EXISTING MEDICAL THESAURI (IN ENGLISH)

3 Systematized Nomenclature of Medicine (SNOMED): thesaurus designed to process
clinical data

4 Cumulative Index to Nursing and Allied Health Literature (CINAHL): classical
medical concepts + domain-specific ones

5 EMTREE: European MeSH, used to index EMBASE

6 PsycINFO: psychology and psychiatry thesaurus

7 Gene Ontology: description of biomolecular biology (molecular functions, biological
processes, cellular components) - designed to structure the knowledge rather than
index content

8 National Cancer Institute (NCI) thesaurus: knowledge model enabling
cross-disciplinary communication and collaboration

Many thesauri are also available in many well-endowed languages.
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MEDICAL KNOWLEDGE RESOURCES
EXISTING MEDICAL THESAURI (IN ENGLISH)

The Unified Medical Language System (UMLS)
• Purpose: provide a mecanism to link existing medical thesaurus and controlled

vocabularies
• Initiated in 1986 and maintained by the National Library of Medicine
• Contains: a metathesaurus, a semantic network, NLP tools
• Gathers more than 100 thesauri/vocabulary
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MEDICAL KNOWLEDGE RESOURCES
EXISTING MEDICAL THESAURI (IN ENGLISH)

The Unified Medical Language System (UMLS)

38 / 88



1. Introduction 2. Challenges 3. Information Retrieval Models for Medical IR 4. Evaluation 5. Conclusion and discussion

MEDICAL KNOWLEDGE RESOURCES
EXISTING MEDICAL THESAURI (IN ENGLISH)

The Unified Medical Language System (UMLS)
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MEDICAL KNOWLEDGE RESOURCES
EXISTING MEDICAL THESAURI (IN ENGLISH)
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MEDICAL KNOWLEDGE RESOURCES
SEMANTIC ANNOTATION

Annotated sentence:

http://ieg.ifs.tuwien.ac.at/˜gschwand/mapface/project_page/img/
corrections.gif
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KEYWORD SEARCH ON TEXTS
THE IR VIEW

• Traditional IR data: queries and documents
• Traditional IR models: lexical representation and matching

[Robertson et al., 1981, Salton, 1971]
• Traditional IR relevance assumption: topical relevance [Borlund, 2003]
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LEXICAL MATCHING VS. SEMANTIC MATCHING
ON THE SEMANTIC GAP IN IR

• Understand broad language: what’s behind the surface of strings?
I Semantic representation rather than string representation
I Disambiguation of entities, concepts and roles
I Reasoning and inference of relations

• Understand broad relevance: what’s behind the surface of matching?
I Semantic matching rather than string matching
I Relevance matching vs. semantic matching [Guo et al., 2016]
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I Q: bag of words
I D: bag of words
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• Semantic (medical) IR
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I Bag of words
I Bag of words and concepts/entities
I Embeddings
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I Bag of words
I Bag of words and concepts/entities
I Embeddings

I RSV(Q,D): Semantic inference
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I Enhance the Query/Document using:
I evidence from related words/terms in

semantic resources;
I relevance feedback signals

I The full framework
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QUERY/DOCUMENT EXPANSION
• Main impacting factors: [Dinh et al., 2013, Jimmy et al., 2018]

I Which knowledge-base to use (specialized vs. generic) and how many?
I Which context to use (global vs. local)?
I How to select candidate expansion terms and (how to inject them in a retrieval model) ?

• Resulting techniques
I LSMo: Local context, Specialized Mono-Resource [Soldaini et al., 2017, Sondhi et al., 2012]
I GSMo: Global context, Specialized Mono-Resource [Martinez et al., 2014, Znaidi et al., 2016]
I LGSMo: Local and Global contexts, Specialized Mono-Resource

[Wang and Akella, 2015, Znaidi et al., 2015, Znaidi et al., 2016]
I GSGMu: Global context, Specialized General Multiple-Resources [Soldaini et al., 2016]
I LGSM : Local and Global contexts, Specialized Multiple-Resources [Limsopatham et al., 2013,

Dinh and Tamine, 2012, Oh and Jung, 2015, Zhu and Carterette, 2012]
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QUERY/DOCUMENT EXPANSION
LOCAL CONTEXT, ONE SPECIALIZED RESOURCE [SONDHI ET AL., 2012]

• Context: Top N retrieved documents
• Knowledge-Base: MeSH thesaurus

• Key steps
I Map query words to UMLS semantic types and assign

weights c′(w,Q) = c(w,Q) if w belong to a relevant type eg.,
disease, syndrome, body, etc.

I Top-N based MeSH feedback: identify a list of potential
diagnoses from N top documents and then rerank the
documents w.r.t absence of potential diseases

I Distribution-based MeSH feedback: For each MeSH term,
identify all the documents indexed with it, pick the M highest
scoring MeSH terms as candidate term expansion

I Expand the query and then perform a pseudo-relevance
feedback based model (PRF) [Zhai and Lafferty, 2001]
D(θ̂q ‖ θ̂d) = −

∑
w p(w | θ̂q)log p(w | θ̂d) + cons(q)

• Main results/findings
I Slight improvements (more than 6%) over the baseline for the

Distribution-based MeSH feedback while the top N based
Mesh feedback is worse than the baseline using small datasets
(19 queries, 5585 documents)

I Difficulty in recovering new treatments and rare alternative
diseases

I Confusion between similar conditions/diseases
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QUERY/DOCUMENT EXPANSION
LOCAL CONTEXT, ONE GENERAL RESOURCE [SOLDAINI ET AL., 2017]

• Context: Top N retrieved documents
• Knowledge-Base: Wikipedia

• Key steps: Health Terms Pseudo Relevance Feedback HTPRF
I Retrieve the N Top documents w.r.t query Q
I For each term from the top N documents, compute a score

sj = log10(10 + wj) wj = α ∗ tf (tj,Q) + β
N
∑N

1 (tf (tj,Di) ∗ idf (tj)
I Select the top M terms with the highest score as the candidate expansion terms
I For each candidate term expansion, compute the likelihood of being health-related. Compute

the odds ratio as the proportion of health-related Wikipdia (WH) documents including term ti

OR(ti) =
n(ti,WH)

n(ti,W)

I Consider the top M ranked terms with score OR(tj) > σ
I Expand the query and perform a pseudo-relevance feedback based model

• Main results/findings
I Mapping the wikipedia terms to UMLS semantic types revealed that 75% are present in the

UMLS: 32% are symptoms, 20,3% are treatments, 18% are a diagnosis procedure or test,17,1%
are diseases

I The HTPRF parameters do not significantly impact the results
I Precision oriented with slight improvement (+3,6%) over state-of the best systems in TREC

CDS 2014-TREC CDS 2015
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QUERY/DOCUMENT EXPANSION
GLOBAL CONTEXT, ONE SPECIALIZED RESOURCE [MARTINEZ ET AL., 2014]

• Context: Concepts and relations between concepts
• Knowledge-Base: UMLS thesaurus

• Key steps
I Map query words to UMLS semantic types
I Identify the initial sub-graph based concept

including query concepts and related UMLS
concepts

I Assign an uniform probability to the concepts in the
sub-graph and then run the Page Rank algorithm

I Rank the concepts using the Page Rank score
I Expand the query with the N concepts having the

highest PageRank Score
I Perform a basic retrieval model (eg., TF-IDF, BM25)

• Main results/findings
I Experiments on TREC medical records 2011-2012

show significant improvements (+30% in average)
I Expansion terms are those related to the query with

either taxonomic (eg., synonyms) and not
taxonomic (eg., disease has associated anatomic
site).

I Useful expansion in the case of a cohort retrieval
task.
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DOCUMENT RANKING

• How to incorporate semantics in the document relevance estimation?
I Ranking as a semantic inference

[Goodwin and Harabagiu, 2016, Koopman et al., 2016, Cao et al., 2011]
I Ranking as learning the discriminant relevant (semantic) features

[Balaneshin-kordan and Kotov, 2016, Xiong and Callan, 2015, Soldaini and Goharian, 2017]
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DOCUMENT RANKING
RANKING AS A SEMANTIC INFERENCE: A GRAPH-BASED APPROACH [KOOPMAN ET AL., 2016]

• Key model components
I Graph-based representation of the documents
I Document ranking as an inference process over related concepts in the graph
I Knowledge resources with directed relationships between concepts
I Different types of relationships

• Key inference rationale: tune the inference mechanism according to semantic gap
issues: lexical mismatch, granularity mismatch, conceptual mismatch

I Lexical mismatch (eg., hypertension vs. high blood pressure): association and deductive inference
I Granularity mismatch (eg., antipsychotic and Diazepman): introduce uncertainty in the

taxonomic (hierarchical eg., IS A) relationships
I Conceptual mismatch (eg., treatments→ disease): deductive inference and logical deduction

• The Graph-based corpus representation
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DOCUMENT RANKING
RANKING AS A SEMANTIC INFERENCE: A GRAPH-BASED APPROACH [KOOPMAN ET AL., 2016]

• The retrieval model
I Strength of the association between two information

nodes: compute recursively over the graph:
σ0(u, u′) = α ∗ sim(u, u′) + (1− α) ∗ rel(u, u′)

σ(u, u′) =


1 if u = u′

σ0(u, u′) if uRu′

argmaxui∈U:uRuiσ(u, ui)× σ(ui, u′), otherwise


(1)

I Relevance of document-query
RSV(d, q) =

∏
uq∈q

∏
ud∈d p(ud | d)σ(ud, uq)

• Main results/findings
I Effective improvement of queries suffering from the

conceptual implication problem
I Degradation for ’simple’ queries do not requiring

inference. Inference highlighted general irrelevant
concepts
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DOCUMENT RANKING
DISCUSSION

• A few work addressed the semantic search at the relevance function level
I Identify logical matching between words and concepts
I Identify relevant semantic features that connect words to concepts, queries to documents

• Findings: the general trend
I High-level inference yiels to high computational complexity
I The good balance between lexical matching and semantic matching is difficult to tune
I Robustness to concept annotation quality is important
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LEARNING
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FUNDAMENTALS
DISTRIBUTIONAL SEMANTICS

You shall know a word by the company it keeps
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FUNDAMENTALS
DISTRIBUTED REPRESENTATIONS OF WORDS

c© Tutorial WSDM 2017: Neural Text Embeddings for IR. B. Mitra and N. Craswell
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FUNDAMENTALS
DISTRIBUTED REPRESENTATIONS OF WORDS: SEMINAL WORK [MIKOLOV ET AL., 2013]

• The CBOW model

h =
1
C

WT ·
( C∑

i=1

xi

)

y = W′T · h

P
(
yj| {x1, x2, . . . ,xC}

)
=

exp(yj)∑V
j′=1 exp(yj′ )

Objective function:

E = −logP(yj| {x1, x2, . . . ,xC})

E = −yj + log
V∑

j′=1

exp(yj′ )
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FUNDAMENTALS
DISTRIBUTED REPRESENTATIONS OF WORDS: SEMINAL WORK [MIKOLOV ET AL., 2013]

• The Skip-Gram model

h = WT · x

yc = W′T · h

P
(
yc,j|x

)
=

exp(yc,j)∑V
j′=1 exp(yj′ )

Objective function:

E = −logP(y1, y2, . . . , yc|x)

= −log
C∏

c=1

exp
(
yc,j
)

∑V
j′=1 exp

(
yj′
)

= −
C∑

j=1

yj + C · log
V∑

j′=1

exp(yj′ )

63 / 88



1. Introduction 2. Challenges 3. Information Retrieval Models for Medical IR 4. Evaluation 5. Conclusion and discussion

REPRESENTATION LEARNING FOR MEDICAL SEARCH
OVERVIEW OF EARLY RESEARCH

• What do the models learn?
I Word, concept embeddings: bridge the gap between explicit semantics driven by knowledge

resources and implicit semantics driven by the corpus
[De Vine et al., 2014, Limsopatham and Collier, 2016, Liu et al., 2016, Ghosh et al., 2017]

I Word, concept and document embeddings: ...to improve semantic document representations
[JA et al., 2014, Nguyen et al., 2017, Loza Mencı́a et al., 2016, Peng et al., 2016, Choi Y, 2016]

I Medical objects of interest: care events/episodes, disease
[Ghosh et al., 2016, Moen et al., 2015, Choi et al., 2016], patient representations
[Baytas et al., 2017, Ni et al., 2017, Zhu et al., 2016]

• For which search tasks?
I Relevance matching (eg., document retrieval, case-episode retrieval)
I Semantic matching (eg., patient similarity)
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REPRESENTATION LEARNING FOR MEDICAL SEARCH
LEARNING WORD, CONCEPT REPRESENTATIONS

• Different purposes yield to different
objective functions

I Learn readable concept representations
from raw texts: driven by syntactic and
paradigmatic relations provided in
knowledge-bases

I Learn concept representations from
annotated texts: valid through concept
similarity provided by knowledge bases

I Learn concept and associated poly-senses

• Different neural architectures
I Extension of the CBOW and Skip-Gram

models
I Deep architectures (CNN, RNN, ...)
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REPRESENTATION LEARNING FOR MEDICAL SEARCH
LEARNING WORD, CONCEPT REPRESENTATIONS [DE VINE ET AL., 2014, LIU ET AL., 2016]

• Extension of the Skip-Gram model [De Vine et al., 2014]
I Learn UMLS concept representations from sequences of

concepts in annotated texts
I Maximize the average log probability of the objective function

1
2w

∑2w
i=1

∑
−w≤j≤w log(ct+j | ct)

I Valid representations when compared to human-assessments
within a concept similarity task (eg., Ped and Cav datasets)

I Requires huge amount of annotated data.
I Sensitivity to concept annotation quality?

• Extension of the CBOW model [Liu et al., 2016]
I Learn concept representations constrained by relations

established in a knowledge base
I Maximize the log probability of the objective functions

L =
∑T

i=1(log(p(wt | wt+k) + α
∑

ws:(wt,ws)∈R wt(ws |
wt)(logp(wt | wt±k − logp(ws | ws±k)))

2)

wt(ws | wt) =
f(ws)∑

(wt,w)∈R f(w)

I Experimental evaluation on IR tasks (query expansion) show:
1) sensitivity to model parameters and collections; 2) ability to
select related words in the UMLS thesarus; 3) slight
improvement on a medical document search task
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REPRESENTATION LEARNING FOR MEDICAL SEARCH
LEARNING PATIENT PROFILES, PATIENT SIMILARITY [BAYTAS ET AL., 2017, NI ET AL., 2017, ZHU ET AL., 2016]

• Two main objectives
I Learn the patient profile: input (EHR) -

output (patient vector)
[Baytas et al., 2017]

I Learn patient-patient similarity: input
(EHR patient A, EHR patient B) - output
(similarity
class)[Zhu et al., 2016, Ni et al., 2017]

• Input data
I Heterogeneous patient data:

demographic, medication, diagnosis
codes etc.

I Historical data: considering the sequence
of medical events with irregular intervals
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REPRESENTATION LEARNING FOR MEDICAL SEARCH
DISCUSSION

• In summary
I Recent trend toward the use of neural models in medical search: early stage, not yet mature

work but seem promising
I Learned representations reusable in a wide range of search tasks and prediction tasks
I Background knowledge (eg., Knowledge-base, expert’s assessments) driven representations

increases the readability of the representations

• Pending issues
I What are the impacting factors? What works vs. fails in the black box?
I Non availability of a hight amount of labeled data (eg., patient similarity, IR tasks)
I Sensitivity to a large size of network parameters, hyper-parameters and models parameters
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CHALLENGES IN EVALUATING MEDICAL INFORMATION RETRIEVAL
EVALUATION AT THE SYSTEM LEVEL

It’s all a matter of precision and recall...

Precision =
|P ∩ R|
|R|

,Recall =
|P ∩ R|
|P|

... And of rank!

Unless they are looking for the entire set
of documents, nobody goes through the
entire set of results.
Ranked metrics:
• P@N
• Mean Average Precision

(MAP) [Voorhees, 1998]
• Normative Discounted Cumulation

Gain [Jarvelin and Kekalainen, 2000]
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CHALLENGES IN EVALUATING MEDICAL INFORMATION RETRIEVAL
EVALUATION AT THE DOCUMENT LEVEL

In classical IR

A relevant document contains the query’s terms (topicality)

In semantic IR

A relevant document contains terms that are semantically related to the query’s terms (semantic
topicality)

Relevance has many other dimensions [Zhang et al., 2014]

In the medical domain:
• For patients:

I Documents must be readable and
understandable for a given user

I The information contained in the
documents should be trustworthy

• For medical professionals:
I Documents must contain up-to-date

information
I Documents must properly cover the

topic searched

71 / 88



1. Introduction 2. Challenges 3. Information Retrieval Models for Medical IR 4. Evaluation 5. Conclusion and discussion

EVALUATION AT THE DOCUMENT LEVEL

Integration of relevance dimensions in the evaluation metrics [Zuccon, 2016]:

• Gain-Discount framework: M = 1
N
∑K

k=1 d(k).g(d@k), g(d@k) ∝ f (P(R|d@k)) with K
the depth of the assessment, d(k) the discount function and g(d@k) the gain function
for document d at rank k

• Integration of the relevance dimensions in this framework:
P(R|d@k) = P(D1, ...,Dn|d@k) =

∏K
i=1 P(Di|d@k)

• Rank-biased precision: RBP = (1− ρ)
∑K

k=1 ρ
r−1r(d@k), with r(d@k) and estimation of

f (P(R|d@k)), ρk−1 a geometric function of the rank estimating the discount, and 1− ρ a
normalisation component

• Adaptation of the Rank-Biased Precision measure to topicality- and
understandability-based relevance :

uRBP = (1− ρ)
K∑

k=1

ρk−1r(d@k).u(d@k)

uRBP ∝ (1− ρ)
K∑

k=1

ρk−1P(R|d@k).P(U|d@k)
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CHALLENGES IN EVALUATING MEDICAL INFORMATION RETRIEVAL

Each search task has its proper objectives:
• How should the retrieval and the ranking be implemented?
• How should the system be evaluated?

Examples:
• Physician adhoc search: priority given to the rank, P@10, the topicality, scope...
• Patient adhoc search: priority given to the rank, P@10, the topicality, understandability,

readability...
• Clinical trials: priority given to the rank, the topicality, the scope, the novelty...
• Systematic reviews: priority given to the recall, the topicality, the scope...
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EVALUATION CHALLENGES
WHAT IS A BENCHMARK?

• Comparing 2 search systems results on a common dataset allows to compare their
effectiveness.

• These common datasets are called benchmarks.

An IR benchmark contains:

• A document collection that can be indexed

• A set of topics (enriched queries)

• Relevance judgements (linking queries to the relevant documents in the collection)
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EVALUATION CHALLENGES
THE CRANFIELD PARADIGM

Given:

1 A test collection (T,D,R)

2 A retrieval run for the test collection : a doc-list Lt for each topic t in T

For each topic t in T
• Use a measure (e.g. P@10) to compute the quality of Lt

Combine scores:
• Mean average precision

Relevance judgement:
• For a given topic t ∈ T, a given document d ∈ D, R(d, t) is the relevance score of d for

topic t.
• R(d, t) can be:

I a discrete value: e.g. ∈ 0, 1 for binary assessment or ∈ 0, 1, 2, 3 for graded assessment
I a continuous value: e.g. ∈ [0, 1]

• Assumption: if R(d, t, u1) is the judgement of assessor u1 on topic t and document d
and R(d, t, u2) the judgement of assessor u2 on topic t and document d,
R(d, t, u1) = R(d, t, u2)
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SUMMARY OF THE BENCHMARKING ACTIVITIES

Venue Task Dataset Activity

TREC

Genomics adhoc retrieval Clinical information need
Biomedical articles Terminated

Genomics passage retrieval Clinical information need
Biomedical articles Terminated

Medical records Patient cohort search Terminated
Clinical decision support /
Precision medicine

Case reports
Biomedical articles Ongoing

CLEF
ImageCLEF medical retrieval Image and medical reports

Collection of medical images Terminated

CLEF eHealth consumer search Health information need
Large web crawl Ongoing

CLEF eHealth technological
assisted reviews

Boolean queries
Biomedical articles Ongoing

The majority of these datasets are still available and can be used for research!
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CONCLUSION

A large and growing body of work on semantic search in the medical domain
• Focus on task, user profile, information need elicitation in context (time, task, user’s

expertise, etc.)
• Model semantic w.r.t. polyrepresentation view: document collections, knowledge

bases, users, etc.
• Shift from lexical matching to sematic matching by considering domain-specific

peculiarities
• Understand relevance assessment facets according to task, user (laypeople vs.expert )
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WE’RE HIRING!

Word Embeddings for Cross-lingual Information Retrieval

Purpose: investigate how multilingual embeddings can help cross-lingual information
retrieval, especially in the case of low-resourced languages

Duration: 5 months

Location: Laboratoire d’Informatique de Grenoble

Supervisors: Lorraine Goeuriot (lorraine.goeuriot@imag.fr), Catherine Berrut
(catherine.berrut@imag.fr), Didier Schwab (didier.schwab@imag.fr)
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