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Course materials, the three papers related to the examinations, personal notes, and 
calculators (without network capabilities) are allowed. 
 
The examination consists in questions related to three scientific papers and/or to the 
contents of the course. Paper [2] was given only as a context for paper [1]. Please use 
separate examination sheets for questions related to paper [1] and questions related to 
paper [3]. 
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Notice: On average, you may spend 5 minutes per question, so write only few sentences 
per question. 
 
Part 1. Questions related to paper [1]:   
 
Q1.1: Explain (by giving examples, if needed) why the proposal of paper [1], that 
integrates topics from LDA, may be interesting for information retrieval. Focus on the 
generality of the approach. 
Q1.2: Explain the role of the lambda in formula (1) of paper [1]. What is happening 
when lambda=0? When lambda = 1? 
Q1.3: Explain a potential problem with the linear combination of query terms in formula 
(3) during the fusion of the classical tf and the LDA-based sub-scores? 
Q1.4: Paper [1] presents, in section 4, results for several test collections. Explain why 
such multiple experiments are useful when evaluating information retrieval proposals. 
Q1.5: Explain shortly the role of the different evaluation measures MAP, P@10 and 
P@20, and their objective for information retrieval evaluations. 
Q1.6: Explain why the authors of paper [1] write about the Figure 1: "It is clear that the 
hybrid models perform better that either traditional models or topic models on all 
datasets". 
Q1.7: What conclusions can we draw about the impact of the number of extracted topics 
from LDA, according to the Figure 2? 
Q1.8: Comment the specific behavior on the collection WT2G in Figure 2. 
Q1.9: Open question: What would you suggest as an extension for the work of [1]? 
 
 
 



Part 2. Questions related to paper [3]:   
 
Q2.1: What is the main innovation in the architecture of deep networks that made ultra-
deep (> 100 layers) networks trainable and efficient? 
 
Q2.2: In experiments on the base version of DenseNets, what are the hyper-parameters 
related to the architecture and what are the hyper-parameters related to their training? 
 
Q2.3: How many dense blocks were used for the DenseNet implementations for each of 
the four data sets? 
 
Q2.4: What is the role of 1x1 convolutions inside the dense blocks and in the transition 
layer? 
 
Q2.5: Regarding experiments on CIFAR and SVHN, why is dropout used in some cases 
and not into others? 
 
Q2.6: According to the authors, what are the benefit brought by “skip connections” in 
neural networks? 
 
Q2.7: What is the main goal of dropout? 
 
Q2.8: Why is the performance of C10+/C100+ experiments significantly better than the 
performance of C10/C100 experiments? 
 
Q2.9: According to results displayed in table 2 and to the publication dates of the cited 
papers, build a table indicating year by year the best performance on the CIFAR-100 
data-set along with the name of the corresponding method. 
 
 
 


